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Figure 1: Our IR data generation pipeline starts from a 3D model of a complex scene and its visual material annotations (un-
structured texts). We sample multiple collision-free source and receiver locations in the scene. We use a novel scheme to auto-
matically assign acoustic material parameters by semantic matching from a large acoustic database. Our hybrid acoustic sim-
ulator generates accurate impulse responses (IRs), which become part of the large synthetic IR dataset after post-processing.

ABSTRACT
We present the Geometric-Wave Acoustic (GWA) dataset, a large-
scale audio dataset of about 2 million synthetic room impulse re-
sponses (IRs) and their corresponding detailed geometric and simu-
lation configurations. Our dataset samples acoustic environments
from over 6.8K high-quality diverse and professionally designed
houses represented as semantically labeled 3D meshes. We also
present a novel real-world acoustic materials assignment scheme
based on semantic matching that uses a sentence transformermodel.
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We compute high-quality impulse responses corresponding to ac-
curate low-frequency and high-frequency wave effects by auto-
matically calibrating geometric acoustic ray-tracing with a finite-
difference time-domain wave solver. We demonstrate the higher
accuracy of our IRs by comparing with recorded IRs from com-
plex real-world environments. Moreover, we highlight the ben-
efits of GWA on audio deep learning tasks such as automated
speech recognition, speech enhancement, and speech separation.
This dataset is the first data with accurate wave acoustic simu-
lations in complex scenes. Codes and data are available at https:
//gamma.umd.edu/pro/sound/gwa.

CCS CONCEPTS
• Computing methodologies→ Modeling methodologies; Simu-
lation evaluation.
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1 INTRODUCTION
Audio signals corresponding to music, speech, and non-verbal
sounds in the real world encode rich information regarding the sur-
rounding environment. Many digital signal processing algorithms
and audio deep learning techniques have been proposed to extract
information from audio signals. These methods are widely used
for different applications such as music information retrieval, auto-
mated speech recognition, sound separation and localization, sound
synthesis and rendering, etc.

Many audio processing tasks have seen rapid progress in recent
years due to advances in deep learning and the accumulation of
large-scale audio or speech datasets. Not only are these techniques
widely used for speech processing, but also acoustic scene under-
standing and reconstruction, generating plausible sound effects
for interactive applications, audio synthesis for videos, etc. A key
factor in the advancement of these methods is the development
of audio datasets. There are many datasets for speech processing,
including datasets with different settings and languages [Park and
Mulc 2019], emotional speech [Tits et al. 2019], speech source sepa-
ration [Drude et al. 2019], sound source localization [Wu et al. 2018],
noise suppression [Reddy et al. 2020], background noise [Reddy
et al. 2019], music generation [Briot et al. 2017], etc.

In this paper, we present a large, novel dataset corresponding
to synthetic room impulse responses (IRs). In the broader field of
acoustical analysis, the IR is defined as the time domain (i.e. time vs
amplitude) response of a system to an impulsive stimulus [Kuttruff
2016]. It is regarded as the acoustical signature of a system and
contains information related to reverberant, signal-to-noise ratio,
arrival time, energy of direct and indirect sound, or other data
related to acoustic scene analysis. These IRs can be convolved with
anechoic sound to generate artificial reverberation, which is widely
used in music, gaming and VR applications. The computation of
accurate IRs and resulting datasets are used for the following areas:

Sound Propagation and Rendering. Sounds in nature are produced
by vibrating objects and then propagate through a medium (e.g., air)
before finally being heard by a listener. Humans can perceive these
sound waves in the frequency range of 20Hz to 20KHz (human
aural range). There is a large body of literature on modeling sound
propagation in indoor scenes using geometric and wave-based
methods [Allen and Raghuvanshi 2015; Funkhouser et al. 1998;
Krokstad et al. 1968; Liu and Manocha 2020; Mehra et al. 2013;
Raghuvanshi et al. 2009; Schissler et al. 2014; Vorländer 1989]. Wave-
based solvers are expensive for high-frequency sound propagation.
As approximations, Wang et al. [2018] use full wave simulation to
model local sound synthesis followed by estimated far-field sound
radiation, while Chaitanya et al. [2020] pre-compute and encode
static sound fields using psycho-acoustic parameters. Geometric
methods, widely used in interactive applications, are accurate for

higher frequencies. We need automatic software systems that can
accurately compute IRs corresponding to human aural range and
handle arbitrary 3D models.

Deep Audio Synthesis for Videos. Video acquisition has become
very common and easy. However, it is hard to add realistic audio
that can be synchronized with animation in a video. Many deep
learning methods have been proposed for such audio synthesis that
utilize acoustic impulse responses for such applications [Li et al.
2018; Owens et al. 2016; Zhou et al. 2018].

Speech Processing using Deep Learning. IRs consist of many clues
related to reproducing or understanding intelligible human speech.
Synthetic datasets of IRs have been used in machine learning meth-
ods for automatic speech recognition [Ko et al. 2017; Malik et al.
2021; Ratnarajah et al. 2021; Tang et al. 2020b], sound source sep-
aration [Aralikatti et al. 2021; Jenrungrot et al. 2020] and sound
source localization [Grumiaux et al. 2021].

Sound Simulation using Machine Learning. Many recent deep
learning methods have been proposed for sound synthesis [Hawley
et al. 2020; Ji et al. 2020; Jin et al. 2020], scattering effect computa-
tion, and sound propagation [Fan et al. 2020; Pulkki and Svensson
2019; Tang et al. 2021]. Deep learning methods have also been used
to compute material properties of a room and acoustic characteris-
tics [Schissler et al. 2017; Tang et al. 2020a].

Other applications that have used acoustic datasets include navi-
gation [Chen et al. 2020], floorplan reconstruction [Purushwalkam
et al. 2021] and depth estimation algorithms [Gao et al. 2020].

There are some known datasets of recorded IRs from real-world
scenes and synthetic IRs (see Table 1). The real-world datasets are
limited in terms of number of IRs or the size and characteristics of
the captured scenes. All prior synthetic IR datasets are generated
using geometric simulators and do not accurately capture low-
frequency wave effects. This limits their applications.

Main Results. We present the first large acoustic dataset (GWA)
of synthetically generated IRs that uses accurate wave acoustic
simulations in complex scenes. Our approach is based on using
a hybrid simulator that combines a wave-solver based on finite
differences time domain (FDTD) method with geometric sound
propagation based on path tracing. The resulting IRs are accurate
over the human aural range. Moreover, we use a large database
of more than 6.8K professionally designed scenes with more than
18K rooms with furniture that provide a diverse set of geometric
models. We present a novel and automatic scheme for semantic
acoustic material assignment based on natural language processing
techniques. We use a database of absorption coefficients of 2, 042
unique real-world materials and use a transformer network for
semantic material selection. Currently, GWA consists of more than 2
million IRs. We can easily use our approach to generate more IRs by
either changing the source and receiver positions or using different
set of geometric models or materials. The novel components of our
work include:
• Our dataset has more acoustic environments than real-world
IR datasets by two orders of magnitude.
• Our dataset has more diverse IRs with higher accuracy, as
compared to prior synthetic IR datasets.
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Table 1: Overview of some existing large IR datasets and their characteristics. In the “Type” column, “Rec.” means recorded
and “Syn.” means synthetic. The real-world datasets capture the low-frequency (LF) and high-frequency (HF) wave effects
in the recorded IRs. Note that all prior synthetic datasets use geometric simulation methods and are accurate for higher
frequencies only. In contrast, we use an accurate hybrid geometric-wave simulator on more diverse input data, corresponding
to professionally designed 3D interior models with furniture, and generate accurate IRs corresponding to the entire human
aural range (LF and HF). We highlight the benefits of our high-quality dataset for different audio and speech applications.

Dataset Type #IRs #Scenes Scene Descriptions Scene Types Acoustic Material Quality
BIU [Hadad et al. 2014] Rec. 234 3 Photos Acoustic lab Real-world LF, HF

MeshRIR [Koyama et al. 2021] Rec. 4.4K 2 Room dimensions Acoustic lab Real-world LF, HF
BUT Reverb [Szöke et al. 2019] Rec. 1.3K 8 Photos Various sized rooms Real-world LF, HF

S3A [Coleman et al. 2020] Rec. 1.6K 5 Room dimensions Various sized rooms Real-world LF, HF
dEchorate [Carlo et al. 2021] Rec. 2K 11 Room dimensions Acoustic lab Real-world LF, HF

Ko et al. [2017] Syn. 60K 600 Room dimensions Empty shoebox rooms Uniform sampling HF
BIRD [Grondin et al. 2020] Syn. 100K 100K Room dimensions Empty shoebox rooms Uniform sampling HF

SoundSpaces [Chen et al. 2020] Syn. 16M 101 Annotated 3D model Scanned indoor scenes Material database HF
GWA (ours) Syn. 2M 18.9K Annotated 3D model Professionally designed Material database LF, HF

• The accuracy improvement of our hybrid method over prior
methods is evaluated by comparing our IRs with recorded
IRs of multiple real-world scenes.
• We use our dataset to improve the performance of deep-
learning speech processing algorithms, including automatic
speech recognition, speech enhancement, and source sepa-
ration, and observe significant performance improvement.

2 DATASET CREATION
A key issue in terms of the design and release of an acoustic dataset
is the choice of underlying 3D geometricmodels. Given the availabil-
ity of interactive geometric acoustic simulation software packages,
it is relatively simple to randomly sample a set of simple virtual
shoebox-shaped rooms for source and listener positions and gener-
ate unlimited simulated IR data. However, the underlying issue is
such IR data will not have the acoustic variety (e.g., room equaliza-
tion, material diversity, wave effects, reverberation patterns, etc.)
frequently observed in real-world datasets. We identify several
criteria that are important in terms of creating a useful synthetic
acoustic dataset: (1) a wide range of room configurations: the room
space should include regular and irregular shapes as well as fur-
niture placed in reasonable ways. Many prior datasets are limited
to rectangular, shoebox-shaped or empty rooms (see Table 1); (2)
meaningful acoustic materials: object surfaces should use physically
plausible acoustic materials with varying absorption and scattering
coefficients, rather than randomly assigned frequency-dependent
coefficients; (3) an accurate simulation method that accounts for
various acoustic effects, including specular and diffuse reflections,
occlusion, and low-frequency wave effects like diffraction. It is im-
portant to generate IRs corresponding to the human aural range for
many speech processing and related applications. In this section,
we present our pipeline for developing a dataset that satisfies all
these criteria. An overview of our pipeline is illustrated in Figure 1.

2.1 Acoustic Environment Acquisition
Acoustic simulation for 3Dmodels requires that environment bound-
aries and object shapes be well defined. This requirement can often

be fulfilled by 3D meshes. Simple image-method simulations may
only require a few room dimensions (i.e., length, width, and height)
and have been used for speech applications, but these methods
cannot handle complex 3D indoor scenes. Many techniques have
been proposed in computer vision to reconstruct large-scale 3D
environments using RGB-D input [Choi et al. 2015]. Moreover, they
can be combined with 3D semantic segmentation [Dai et al. 2018]
to recover category labels of objects in the scene. This facilitates
the collection of indoor scene datasets. However, real-world 3D
scans tend to suffer from measurement noise, resulting in incom-
plete/discontinuous surfaces in the reconstructed model that can
be problematic for acoustic simulation algorithms. One alternative
is to use professionally designed scenes of indoor scenes in the
form of CAD models. These models are desirable for acoustic sim-
ulation because they have well-defined geometries and the most
accurate semantic labels. Therefore, we use CAD models from the
3D-FRONT dataset [Fu et al. 2021], which contains 18,968 diversely
furnished rooms in 6,813 irregularly shaped houses/scenes. These
different types of rooms (e.g., bedrooms, living rooms, dining rooms,
and study rooms) are diversely furnished with varying numbers of
furniture objects in meaningful locations. This differs from prior
methods that use empty shoebox-shaped rooms [Grondin et al.
2020; Ko et al. 2017], because room shapes and the existence of
furniture will significantly modify the acoustic signature of the
room, including shifting the room modes in the low frequency.
3D-FRONT dataset is designed to have realistic scene layouts, and
has received higher human ratings in subjective studies [Fu et al.
2021]. Generating audio data from these models allows us to better
approximate real-world acoustics.

2.2 Semantic Acoustic Material Assignment
Because the 3D-FRONT dataset also provides object semantics (i.e.,
object material labels), it is possible to assign more meaningful
acoustic materials to individual surfaces or objects in the scene.
For example, an object with “window” description is likely to be
matched with several types of window glass material from the
acoustic material database. SoundSpaces dataset [Chen et al. 2020]
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also utilizes scene labels by using empirical manual material assign-
ment (e.g., acoustic materials of carpet, gypsum board, and acoustic
tile are assumed for floor, wall, and ceiling classes), creating a one-
to-one visual-acoustic material mapping for the entire dataset. This
approach works for a small set of known material types. Instead,
we present a general and fully automatic method that works for
unknown materials with unstructured text descriptions.

To start with, we retrieve measured frequency-dependent acous-
tic absorption coefficients for 2, 042 unique materials from a room
acoustic database [Kling 2018]. The descriptions of these mate-
rials do not directly match the semantic labels of objects in the
3D-FRONT dataset. Therefore, we present a method to calculate
the semantic similarity between each label and material description
using natural language processing (NLP) techniques. In NLP re-
search, sentences can be encoded into fixed length numeric vectors
known as sentence embedding [Mishra and Viradiya 2019]. One
goal of sentence embedding is to find semantic similarities to iden-
tify text with similar meanings. Transformer networks have been
very successful in generating good sentence embeddings [Liu et al.
2020] such that sentences with similar meanings will be relatively
close in the embedding vector space. We leverage a state-of-the-art
sentence transformer model 1 [Reimers and Gurevych 2019] that
calculates an embedding of dimension 512 for each sentence. Our
assignment process is described in Algorithm 1.

ALGORITHM 1: Semantic material assignment
Input: Object name string s0
Data: Embedding model f : s 7−→ R512;
Acoustic material names {m1,m2, ...,mN }

Output: Acoustic material assignment
e0 ← f (s0) ; // embedding for object name

for i ← 1 to N do
ei ← f (mi ) ; // embedding for acoustic material

wi ←max{0, cosineSimilarity(e0, ei )};
end
Assignmi with probability P(X =mi ) = wi/Σ

N
i=1wi ;

The key idea of our assignment is to use the cosine similarity
(truncated to be non-negative) between the embedding vectors of
the input and target material names as sampling weights to assign
materials. Note that we do not directly pick the material with the
highest score because for the same type of material, there are still
different versions with different absorption coefficients (e.g., in
terms of thickness, brand, painting). These slightly different de-
scriptions of the same material are likely to have similar semantic
distance to the 3D-FRONT material label being considered. There-
fore, we use a probabilistic assignment to increase the diversity of
our materials.

2.3 Geometric-Wave Hybrid Simulation
It is well known that geometric acoustic (GA) methods do not model
low-frequency acoustic effects well due to the linear ray assump-
tion [Funkhouser et al. 1998; Schissler et al. 2014]. Therefore, we use
a hybrid propagation algorithm that combines wave-based methods
1https://huggingface.co/sentence-transformers/distiluse-base-multilingual-cased-v2

with GA. These wave-based methods can accurately model low-
frequency wave effects, but their running time increases as the third
or fourth power of the highest simulation frequency [Raghuvanshi
et al. 2009]. Given the high time complexity of wave-based methods,
we also want to use methods that are: (1) highly parallelizable so
that dataset creation takes acceptable time on high-performance
computing clusters; (2) compatible with arbitrary geometric mesh
representations and acoustic material inputs; and (3) open-source
so that the simulation pipeline can be reused by the research com-
munity. In this paper, we develop our hybrid simulation pipeline
from a CPU-based GA software pygsound 2 and a GPU-based wave
FDTD software PFFDTD [Hamilton 2021].

2.3.1 Inputs. The scene CAD models from the 3D-FRONT dataset,
each corresponding to several rooms with open doors, are repre-
sented in a triangle mesh format. Most GA methods have native
support for 3D mesh input. The meshes are converted to voxels to
be used as geometry input to the wave-based solver. We sample
source and receiver locations in each scene by grid sampling in all
three dimensions with 1m spacing. This sampling yields from tens
to thousands source and receiver pairs in each scene depending
on its size. We perform collision checking to ensure all sampled
locations have at least 0.2m clearance to any object in the scene.

We assign acoustic absorption coefficients according to the scheme
presented in § 2.2. These coefficients can be directly used by the
GA method and integrated with the passive boundary impedance
model used by the wave FDTD method [Bilbao et al. 2015]. The
GA method also requires scattering coefficients, which account
for the energy ratio between specular and diffuse reflections. Such
data is less conventionally measured and is not available from the
material database in § 2.2. It is known that scattering coefficients
tend to be negligible (e.g., ≤ 0.05) for low-frequency bands [Cox
et al. 2006] handled by the wave method. Therefore, we sample
scattering coefficients by fitting a normal distribution to 37 sets
of frequency-dependent scattering coefficients obtained from the
benchmark data in § 3.1, which are only used by the GA method.

2.3.2 Setup. For the GA method, we set 20, 000 rays and 200 maxi-
mum depth for specular and diffuse reflections. The GA simulation
is intended for human aural range, while most absorption coef-
ficient data is only valid for octave bands from 63Hz to 8,000Hz.
The ray-tracing stops when the maximum depth is reached or the
energy is below the hearing threshold.

For the wave-based FDTD method, we set the maximum simula-
tion frequency to 1,400Hz. The grid spacing is set according to 10.5
points per wavelength. Our simulation duration is 1.5s , which is
sufficient to capture most indoor reverberation times and can be
extended to generate additional data.

2.3.3 Automatic Calibration. Before combining simulated IRs from
two methods, one important step is to properly calibrate their rel-
ative energies. Southern et al. [2011] describe two objective cal-
ibration methods: (1) pre-defining a crossover frequency range
near the highest frequency of the wave method and aligning the
sound level of the two methods in that range; (2) calibrating the
peak level from time-windowed, bandwidth-matched regions in
the wave and the GA methods. Both calibration methods are used
2https://github.com/GAMMA-UMD/pygsound
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case-by-case for each pair of IRs. However, the first method is not
physically correct, and the second method can be vulnerable when
the direct sound is not known, as with occluded direct rays in the
GA method. Southern et al. [2013] improved the second method
by calculating calibration parameters once in free-field condition
using a band-limited source signal.

We use a similar calibration procedure. The calibration source
and receivers have a fixed distance r = 1m in a large volume with
absorbing boundary conditions, and the 90 calibration receivers
span a 90◦ arc to account for the influence of propagation direction
along FDTD grids. The source impulse signal is low-pass filtered
at a cut-off frequency of 255Hz. Since the source signal is a unit
impulse, the filtered signal is essentially the coefficients of the low-
pass filter. The simulated band-limited IRs are truncated at twice the
theoretical direct response time to further prevent any unwanted
reflected wave. The calibration parameter for wave-based FDTD is
computed asηw =

√
Es/Er , where Es is the total energy of the band-

limited point source, and Er is the total energy at the receiver point.
For multiple receiver points, ηw takes the average value. During
wave-based FDTD calibration, each received signal is multiplied
by ηw , and we can calculate the difference between the calibrated
signal and the band-limited source signal. As a result, we obtain a
very low mean error of 0.50dB and a max error of 0.85dB among
all calibration receivers.

For the GA method, we follow the same procedure though the
process is simpler since the direct sound energy is explicit in most
GA algorithms (i.e., 1r scaled by some constant). Another calibra-
tion parameter ηд is similarly obtained for the GA method. This
calibration process ensures that the full-band transmitted energy
from both methods will be E = 1 at a distance of 1m from a sound
source, although the absolute energy does not matter and the two
parameters can be combined into one (i.e., only use η′w = ηw /ηд for
wave calibration). Figure 2 shows an example of simulation results
with and without calibration. Without properly calibrating the en-
ergies, there will be abrupt sound level changes in the frequency
domain, which can create unnatural sound.

Figure 2: Power spectrum comparison between the original
wave FDTD simulated IR and the calibrated IR. The verti-
cal dashed line indicates the highest valid frequency of the
FDTD method. Our automatic calibration method ensures
that theGAandwave-basedmethods have consistent energy
levels so that they can generate high quality IRs and plausi-
ble/smooth sound effects.

2.3.4 Hybrid Combination. Ideally we would want to use the wave-
based method for the highest possible simulation frequency. Besides

(a) Occurrence of top visual material names.

(b) Occurrence of top acoustic material names.

Figure 3: We highlight the most frequently used materials
in our approach for generating the IR dataset. The acoustic
database also contains non-English words, which are han-
dled by a pre-trained multi-lingual language model.

the running time, one issue with FDTD scheme is the rising disper-
sion error with the frequency [Lehtinen 2003]. As a remedy, the
FDTD results are first high-pass filtered at a very low frequency
(e.g., 10Hz) to remove some DC offset and then low-pass filtered at
the crossover frequency to be combined with GA results. We use a
Linkwitz-Riley crossover filter [Linkwitz 1976] to avoid ringing ar-
tifacts near the crossover frequency, harnessing its use of cascading
Butterworth filters. The crossover frequency in this work is chosen
to be 1, 400Hz to fully utilize the accuracy of wave simulation re-
sults. Higher simulation crossover frequencies could be used at the
cost of increased FDTD simulation time.

2.4 Analysis and Statistics
Runtime. The runtime of our hybrid simulator depends on spe-

cific computational hardware. We utilize a high-performance com-
puting cluster with 20 Intel Ivy Bridge E5-2680v2 CPUs and 2 Nvidia
Tesla K20m GPUs on each node. On a single node, our simulator
requires about 4, 000 computing hours for the wave-based FDTD
method and about 2, 000 computing hours for the GA method to
generate all data.

Distributions. More than 5,000 scene/house models are used. On
average, each scene uses 22.5 different acoustic materials. We assign
1, 955 unique acoustic materials (out of 2, 042) from the material
database, and the most frequently used materials are several ver-
sions of brick, concrete, glass, wood, and plaster. The occurrence of
most frequently used materials are visualized in Figure 3.

The distribution of distances between all source and receiver
pairs are visualized in Figure 4. We also show the relationship
between the volume of each 3D house model and the reverberation
time for that model in Figure 5 to highlight the wide distribution
of our dataset. Overall, we have a balanced distribution of the
reverberation times in the normal range.
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Figure 4: Distance distribution between source and receiver
pairs in our scene database. 3D grid sampling is used in each
scene followed by collision detection between sampled loca-
tions and objects in the scene. The IRs vary based on relative
positions of the source and the receiver.

Figure 5: Statistics of house/scene volumes and reverbera-
tion times. We see a large variation in reverberation times,
which is important for speech processing and other applica-
tions.

3 ACOUSTIC EVALUATION
In this section, we evaluate the accuracy of our IR generation hybrid
algorithm. We use a set of real-world acoustic scenes that have
measured IR data to evaluate the effectiveness and accuracy of our
hybrid simulation method.

3.1 Benchmarks
Several real-world benchmarks have been proposed to investigate
the accuracy of acoustic simulation techniques. A series of three
round-robin studies [Bork 2000, 2005a,b; Vorliander 1995] have been
conducted on several acoustic simulation software systems by pro-
viding the same input and then comparing the different simulation
results with the measured data. In general, these studies provide
the room and material descriptions as well as microphone and loud-
speaker specifications including locations and directivity. However,
the level of detailed characteristics, in terms of complete 3D models
and consistent measured acoustic material properties tend to vary.
Previous round-robin studies have identified many issues (e.g., un-
certainty in boundary condition definitions) in terms of simulation
input definitions for many simulation packages, which can result in
poor agreement between simulation results and real-worldmeasure-
ments. A more recent benchmark, the BRAS benchmark [Aspöck
et al. 2020], contains the most complete scene description and has
a wide range of recording scenarios. We use the BRAS benchmark
to evaluate our simulation method. Three reference scenes (RS5-7)

are designed as diffraction benchmarks and we use them to eval-
uate the performance of our hybrid simulator, especially at lower
frequencies.

The 3D models of the reference scenes along with frequency-
dependent acoustic absorption and scattering coefficients are di-
rectly used for our hybrid simulator. We use these three scenes
because they are considered difficult for the geometric method
alone [Brinkmann et al. 2019].

3.2 Results
We use the room geometry, source-listener locations, and material
definitions as an input to our simulation pipeline. Note that the
benchmark only provide absorption and scattering coefficients, and
no impedance data is directly available for wave solvers. Thus, we
only use fitted values rather than exact values. The IRs generated by
the GA method and our hybrid method and the measured IRs from
the benchmark are compared in the frequency domain in Figure 6.
In these scenes, the source and receiver are placed on different sides
of the obstacle and the semi-anechoic room only has floor reflec-
tions. In the high frequency range, there are fewer variations in the
measured response, and both methods capture the general trend of
energy decay despite response levels not being perfectly matched.
This demonstrates that our hybrid sound simulation pipeline is able
to generate more accurate results than the GA method for complex
real-world scenes.

4 APPLICATIONS
We use our dataset on three speech processing applications that
use deep learning methods. Synthetic IRs have been widely used
for training neural networks for automatic speech recognition,
speech enhancement, and source separation (as described in § 1).
We evaluate the benefits of generating a diverse and high-quality
IRs dataset over prior methods used to generate synthetic IRs.

In general, these speech tasks use IR datasets to augment ane-
choice speech data to create synthetic distant training data, whereas
the test data is reverberant data recorded in the real world. When
high-quality IR datasets are used, the training set is expected to
generalize better on the test data. We simulate distant speech data
xd [t] by convolving anechoic speech xc [t] with different IRs r [t]
and adding environmental noise n[t] from BUT ReverbDB [Szöke
et al. 2019] dataset using

xd [t] = xc [t] ⊛ r [t] + n[t + l]. (1)
Then the data is used by different training procedure and neural net-
work architectures on respective benchmarks. In the following tests,
we also examine variations of our datasets: GA (geometric method
only), FDTD (only up to 1,400Hz), and GWA (hybrid method).

4.1 Automated Speech Recognition
Automatic speech recognition (ASR) aims to convert speech data
to text transcriptions. The performance of ASR models is measured
by the word error rate (WER), which is the percentage of incorrectly
transcribed words in the test data. The AMI speech corpus [Carletta
et al. 2005] consisting of 100 hours of meeting recording is used as
our benchmark. And we use the Kaldi toolkit [Povey et al. 2011]
to run experiments on this benchmark. We randomly select 30, 000
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(a) RS5: simple diffraction with infinite edge.

(b) RS6: diffraction with infinite body.

(c) RS7: multiple diffraction (seat dip effect)

Figure 6: Frequency responses of geometric and hybrid sim-
ulations compared withmeasured IRs in BRAS benchmarks
RS5-7 [Aspöck et al. 2020]. Images of each setup are attached
in the corners of the graph. We notice that the IRs gener-
ated using our hybrid method closely match with the mea-
sure IRs, as compared to those generated using GAmethods.
This demonstrates the higher quality and accuracy of our
IRs as compared to the ones generated by prior GAmethods
highlighted in Table 1.

IRs out of 2M synthetic IRs in GWA to augment the anechoice
training set in AMI, and report the WER on the real-world test set.
A lower WER indicates that the synthetic distant speech data used
for training is closer to real-world distant speech data. We highlight
the improved accuracy obtained using GWA over prior synthetic
IR generators in Table 2.

In this benchmark, we include more comparisons with prior
datasets from Table 1 and we also incorporate SoundSpaces [Chen
et al. 2018] data into our pipeline. We have replaced the original

Table 2: Far-field ASR results obtained for the AMI corpus.

IR used WER[%]↓
None (anechoic) 64.2
BIRD [Grondin et al. 2020]+Ko et al. [2017] 48.4
BUT Reverb [Szöke et al. 2019] 46.6
SoundSpaces (manual) [Chen et al. 2020] 51.2
SoundSpaces-semantic 50.3
FDTD 58.1
GA 48.1
GWA subset 48.5
GWA (ours) 47.7

manual material assignment in SoundSpaces with our semantic
assignment (SoundSpaces-semantic), and observe a 0.9% WER
improvement. To study the effect of model diversity, we use a
subset of house models from 3D-FRONT (GWA subset) that has
the same number (103) of scenes as SoundSpaces, this results in a
0.8% degradation in WER compared with our full dataset. Overall,
we see that our GWA dataset outperforms prior synthetic datasets,
where BIRD+Ko et al. [2017] uses an image-method simulator in
shoebox-shaped rooms and SoundSpaces uses a ray-tracing based
simulator, and has the closest WER to that of the real-world BUT
Reverb [Szöke et al. 2019] dataset, due to both the inclusion of
more diverse 3D scenes and our semantic material assignment.

4.2 Speech Dereverberation
Speech dereverberation aims at converting a reverberant speech
signal back to its anechoic version to enhance its intelligibility.
For our tests, we use SkipConvNet [Kothapally et al. 2020], a U-
Net based speech dereverberation model. The model is trained on
the 100-hour subset of Librispeech dataset [Panayotov et al. 2015].
The reverberant input to the model is generated by convolving the
clean Librispeech data with our synthetically generated IRs. We

Table 3: Speech enhancement results trained using different
synthetic IR datasets.

IR used SRMR↑
None (anechoic) 4.96
SoundSpaces 7.44
GA 6.01
FDTD 4.78
GWA (ours) 8.14

test the performance of the model on real-world recordings from
the VOiCES dataset [Richey et al. 2018] which contain reverberant
Librispeech data. We report the speech-to-reverberation modulation
energy ratio (SRMR) [Falk et al. 2010] over the test set. A higher
value of SRMR indicates lower reverberation and higher speech
quality. As seen from Table 3, our proposed dataset obtains better
dereverberation performance as compared to all other datasets.
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4.3 Speech Separation
We train a model to separate reverberant mixtures of two speech
signals into its constituent reverberant sources. We use the Aster-
oid [Pariente et al. 2020] implementation of the DPRNN-TasNet
model [Luo et al. 2020] for our benchmarks. The 100-hour split of
the Libri2Mix [Cosentino et al. 2020] dataset is used for training. We
test the model on reverberant mixtures generated from the VOiCES
dataset. We report the improvement in scale-invariant signal-to-
distortion ratio (SI-SDRi) [Le Roux et al. 2019] to measure separation
performance. Higher SI-SDRi implies better separation. As seen
from Table 4, our GWA outperforms alternative approaches.

Table 4: SI-SDRi values reported for different IR generation
methods. We report results separately for the four rooms
used to capture the test set (higher is better).

IR used SI-SDRi↑
Room 1 Room 2 Room 3 Room 4

SoundSpaces 1.85 1.74 1.02 1.80
GA 2.25 2.55 1.44 2.55
FDTD 2.36 2.43 1.33 2.46
GWA (ours) 2.94 2.76 1.86 2.91

5 CONCLUSION AND FUTUREWORK
We introduced a large new audio dataset of synthetic room im-
pulse responses and the simulation pipeline, which can take dif-
ferent scene configurations and generate higher quality IRs. We
demonstrated the improved accuracy of our hybrid geometric-wave
simulator on three difficult scenes from the BRAS benchmark. As
compared to prior datasets, GWA has more scene diversity than
recorded datasets, and has more physically accurate IRs than other
synthetic datasets. We also use our dataset with audio deep learning
to improve the performance of speech processing applications.

Our dataset only consists of synthetic scenes, and may not be
as accurate as real-world captured IRs. In many applications, it is
also important to model ambient noise. In the future, we will con-
tinue growing the dataset by including more 3D scenes to further
expand the acoustic diversity of the dataset. We plan to evaluate
the performance of other audio deep learning applications.
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